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Satisfaction vs. Frustration vs. Success

= Dissatisfactory:
o Getting a red light

Frustrating:
» Getting every single red light between your house and

the airport
= Success

 Reaching the airport in time to catch your ﬂlght

i

= Take away: —
. . . ---.-
e You can be dissatisfied and not frustrated

* You can be successful but still frustrated along the way*
* Ceaparu et al. (Journal of HCI, 2004)
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Real search example

= What was the best selling TV model in 20087

= Actual search sequence from UMass study:
» television set sales 2008
* “television set” sales 2008
 “television” sales 2008
. google trends {— gtsjrrt%‘;tggﬂztrated
« “television” sales statistics 2008

Questions:
1. Can we detect when users get frustrated?

2. Can we do something to help users once we
know they are frustrated?
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Real search example

Questions:
1. Can we detect when users get frustrated?
2.
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Outline

= Ways of detecting frustration

= User study overview
= Models
= Conclusion
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Ways of detecting frustration

= Physical sensors
e camera
» predicts 6 mental states
* pressure sensitive mouse
* pressure sensors around mouse
e pressure sensitive chair
 pressure sensors on back and seat of chair

= Intelligent tutoring systems
* user cognitive state prediction [Cooper et al. (UMAP 2009)]

e frustration DFEdiCtiOH [Kapoor et al. (J. of Human-Computer Studies, 2007)]
 when will the user click an “I'm frustrated” button
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Ways of detecting frustration

television set sales 2008

= Query logs <click>
<scroll>
“television set” sales 2008
<click>
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Ways of detecting frustration

television set sales 2008

= Query logs <click>
e search level <scroll>
e query + navigation “television set” sales 2008
<click>
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Ways of detecting frustration

Eelevision set sales 2008 \
= Query logs <click>
e search level <scroll>
. query + navigation “television set” sales 2008
« task level \__<click> Y,
e all searches related to an information
need
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Ways of detecting frustration

television set sales 2008

= Query logs lick
Q Y 9 [Where’s the ] seiEe

e search level <scroll>
* query + navigation

e task level <click>

e all searches related to an information
need

o user level
e 'personalization’
e aggregate stats over previous tasks

nearest cafe? o
“television set” sales 2008

What are the best
grad school
programs in CS?

When’s the next time
Dave Matthews is
playing in Boston?
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Ways of detecting frustration

television set sales 2008

= Query logs <click>
e search level <scroll>
. query + navigation “television set” sales 2008
e task level <click>
e all searches related to an information
need
e user level

e 'personalization’
e aggregate stats over previous tasks

= Search engine switching (White & Dumais, CIKM 2009)
= Next action prediction (Downey, ICAI, 2007)

= Task satisfaction (Huffman & Hochster, SIGIR 2007;
Fox et al. TIS, 2005)
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Outline

= User study overview
= Models
= Conclusion
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User study

= 30 users
= assignhed 7—8 pre-defined tasks

= searched the web
« Google, Yahoo!, Bing, Ask.com

= prompted for feedback
logged sensor readings + web browsing
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Q End Task Time remaining: 0 seconds

o pirates nick's mate island - Bing e

SEARCH HISTORY
pirates nick's mate island

pirate ships sunkin
boston harbor

Read www.bing.com

Lt

b http:/fwww.bing.com/search?

pirates nick's mate

ALL RESULTS

Nixes Mate - Wikif
Nixes Mate, also knoy
in the .. His body, as
en.wikipedia.org/wiki/t

Boston Harbor Islal
Corpse of an executed
island, then (1726) ca
www.bostonislands.or|

Pirate Islands -
Pirate Islands is
Lily and a band of erc|
en.wikipedia.org/wik

Boston Harbor
Corpse of an exec
island, then (1726) cal
www.nps.gov/bohathis

The Freedom Trail
Nix's Mate- Eroding Is|
bodies were carried in

Name three pirates that were hanged on Nick's Mate Isla
Wiliam Fly and two of his crew, though they were executed in Bo:

Query Results List Feedback

F=g|rates +nick's +mate +sland&go=&form=QBLH&gs=n

Search Results List Evaluation Feedback

Answer questions with respect to the previous query:

pirates nick%27s mate island

With respect to your expectations, what did you actually get from the search?

1 found several pages, most of which contained the same informatoin, judging by the snippets. These contained a brief

history of Nick's Mate Island, though they all failed to list more than one pirate by name (Wil

liam fly was the only one).

How well did the results (as a whole) for the previous query satisfy your

overall information need for the task:
Prates
(® Perfect -- the results set fully satisfied my information need.
O Excellent
O Good

O Fair

Options ~

[a)

Currently, how frustrated are you with your search?
Not frustrated at all

O1 ®2 (OX] O4

Extremely frustrated

O>s

that you did not expect? Were there other problems during the search? The
more specific you can be, the better.

I would have prefered more diversity in the results and pages that listed more than one pirate by name.

vl
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Frustration reporting dialog

é )
Currently, how frustrated are you with your search?
Not frustrated at all Extremely frustrated
O1 ® 2 O3 O 4 O5s
\_ ,
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Frustration labels

Frustration Level Search

2 google trends
3 "television” sales statistics 2008
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Statistics
FrUStration Leve' - O Total numb_erof instances
Fl‘eq uency o | B Frustrated instances
®1 (None) % e -
m2 i i

‘ Bl | I

=5 (Extreme)

12.2 28 03 11 02 22 07 12 30 25
User ID
No
Frustration Frustration
Success 46 85
Failure 72 8
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Outline

Models
= Conclusion
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Sensor features

= 240 total
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
e mMin, max, mean, std-dev
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
e mMin, max, mean, std-dev
e over time windows preceding frustration judgment:
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
e mMin, max, mean, std-dev
e over time windows preceding frustration judgment:

« 30 seconds television set sales 2008

<click>
<scroll>
“television set” sales 2008

( <click> )
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
e mMin, max, mean, std-dev
e over time windows preceding frustration judgment:

« 30 seconds television set sales 2008

* search <click>
<scroll>
“television set” sales 2008
<click>
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
e mMin, max, mean, std-dev
e over time windows preceding frustration judgment:
e 30 seconds

Eelevision set sales 2008 \

* search <click>
» entire task <scroll>
“television set” sales 2008
\_ <click> J
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Sensor features

= 240 total

e 10 sensor readings (from camera, mouse, & chair)
e mMin, max, mean, std-dev
e over time windows preceding frustration judgment:

30 seconds
e search

television set sales 2008

<click>
e entire task <scroll>
e two versions of each: “television set” sales 2008
* including time spent <click>
responding to prompts
« excluding time spent
responding to prompts
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Query log features

= 43 total television set sales 2008

« search-level <click>

<scroll>

“television set” sales 2008
<click>
e task-level
e user-level
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Query log features
= 43 total television set sales 2008
« search-level <click>
<scroll>
“television set” sales 2008
<click>
e task-level
e user-level
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Query log features
= 43 total television set sales 2008
« search-level <click>
e search duration <scroll>
erv lenath “television set” sales 2008
° uer .
G y g _ <click>
e average word length in query
» pages clicked...
o task-level
e user-level
Center for Intelligent Information Retrieval July 20, 2010 29



JMassAmbhe

Query log features
= 43t televisi t sales 2008 )
Otal elevision set sales
« search-level <click>
- search duration <scroll>
erv lenath “television set” sales 2008
e quer _
AueTy =S : \_ <click> )
* average word length in query
» pages clicked...
 task-level
e user-level
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Query log features

= 43 total television set sales 2008 \

e search-level <click>

e search duration

e query length

* average word length in query

» pages clicked...
 task-level

o task duration

« # of searches

e average query length...
e user-level

<scroll>
“television set” sales 2008

\_ <click> W,
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Query log features
= 43 total television set sales 2008
« search-level <C"Ck”>
. <SCroli>
) searchl dur?:on “television set” sales 2008
query 1eng <click>

* average word length in query
» pages clicked...

« task-level
* task duration What are the best
« # of searches Where’s the grad school
e average query length... nearest cafe? programs in CS?

e user-level

When’s the next time
Dave Matthews is
playing in Boston?
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Query log features
= 43 total television set sales 2008
« search-level <C"Ck”>
. <SCroli>
. n
:iae:/hls:;:o “television set” sales 2008
<click>
e average word length in query
» pages clicked...
o task-level
» task duration What are the best
» # of searches Where’s the grad school
e average query length... nearest cafe? programs in CS?

 user-level
« average # of URLs visited per task When's the next time

e average # of actions per task... Dave Matthews is
playing in Boston?
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Modeling

= |ogistic regression
e binarize instances:
« 1 = "not frustrated”
e 2—5 = “frustrated”
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Models

all features
e query log + sensors

Sequential Forward Selection (SFS) over:
o all features
» 7 features automatically chosen
e query log features
« 5 features automatically chosen
» sensor features
« 3 features automatically chosen

search engine switching rwhite & pumais, cikm 2009
e 5 query log features

Markov Model Likelihood (event patterns) [Hassan et al. wspm 2009]
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Features from two of the models

SFS-QL+Sensors: SFS over query log and sensor features

1. task duration
2. proportion of unique queries in task
3. mean of ‘unsure’, 30-sec, no prompts
4, minimum of ‘unsure’, search, prompts
5. stddev of ‘concentrating’, 30-sec, no prompts
6. minimum of ‘net-back-change’, search, no prompts
7. minimum of ‘concentrating’, search, no prompts
W&D: Model used by White & Dumais (CIKM 2009) to detect
switching between search engines
[task] task duration
[user] average number of URL's visited per task
[search] character length of most recent query
[search] average token length of most recent query
[task] number of actions performed in task
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Results

Accuracy Fe=o0.5 A\I;deiaar;e

Precision
W&D 0.75 0.80 0.87
SFS-QL+Sensors 0.69 0.72 0.85
SFS-QL 0.69 0.73 0.80
W&D+MML-time 0.66 0.69 0.76
MML-time 0.56 0.62 0.65
SFS-Sensors 0.55 0.61 0.65
QL+Sensors 0.54 0.49 0.59
Always frustrated 0.44 0.55 ---
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Outline

= Conclusion
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Conclusions

= Searcher frustration is detectable

= Sensors are not helpful using our processing
methods

= Best prediction criteria:
* |long task duration
e user tends to visit few URLs per task
« few clicks and other actions are performed
 the most recent query is long, but has very short words
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Future work

= What models work best in real search
environments?

= How can we help frustrated searchers?
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Results

Q
—

<& W&D
o W&D+MML-time
X SFS-QL+Sensors

C
o —_—g—
g | TN
O
O 9~ _
D_ o
X—X | & sFs-aL
v MML-time
° o—'dr\ﬂs
o \
+ SFS-Sensors
0w | O QL+Sensors
e f f Always frustrated (Prec=0.49)
I I I I I I
0.0 0.2 0.4 0.6 0.8 1.0
Recall
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